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People are becoming increasingly active on social media. It is common knowledge that most users register
more than one social media account. Some users use multiple accounts to publish fake reviews to disorder
the regular social network. To identify multiple accounts of the same author, multiple userids identification
problem is defined. Existing methods for multiple userids identification problem focus on human-designed
shallow statistical features and do not fully utilize the deep semantic information in user-generated texts. This
paper uses the deep learning model to extract deep semantic features at the document level and user level.
Then the most similar user pairs can be selected by computing the similarity of their writing styles indicated by
text features. The experimental results demonstrate that our deep learning method outperforms state-of-the-art

methods.

1. Introduction

Social networks are widely employed in our daily lives and thus,
have exerted an enormous influence on our social lives. Social net-
works allow people to share their information, knowledge and inter-
ests with ease and novel enthusiasm. As a result, many social com-
puting tasks/applications arise, such as public opinion analysis and
recommender systems based on social networks (Hu, Wang, Ren, &
Choo, 2018; Jain, Katarya, & Sachdeva, 2020; Mohammadmosaferi
& Naderi, 2020). However, some people use convenience to create
multiple userids to perform vicious acts. They use these accounts to
write fake reviews and attack their opponents. Even worse, some
doppelgingers may exist in certain underground forums. They form
a cybercrime ecosystem to exchange illicit goods and services (Afroz,
Islam, Stolerman, Greenstadt, & Mccoy, 2014). Therefore, identifying
these accounts and banning their behaviors will purify our social
network environment. A problem is proposed based on this situation.
This problem is referred to as multiple userids identification problem
(MUIP) (Kim, Noh, & Park, 2015; Qian & Liu, 2013). It can be defined as
follows: Assume that there is a set of authors Author = {a;,a,,...,a,}
and a set of userids ID = {id,,id,,...,id,}. Each author has two or
more userids. Each id; has a set of documents D, = {D;,D;,...}.
Our task is to identify userids that belong to the same author by their
documents, because everyone has a personal specific writing style,
such a tendency to use singular first-person pronouns (e.g., I) or to
use fewer negation words. This problem is fundamentally important in
social network information diffusion and user behavior analysis. The
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detection of sockpuppets in Wikipedia (Solorio, Hasan, & Mizan, 2013)
is a good example. Sockpuppets are fake accounts created by malicious
users to disorder the regulations of Wikipedia. These accounts can reg-
ister multiple identities for various purposes, including false majority
opinion claims, block evasion, and vote stacking, but Wikipedia does
not have a proper method to detect them. Recently, an increasing
number of works have concentrated on spam review detection and
spammer detection (Fahfouh, Riffi, Adnane Mahraz, Yahyaouy, & Tairi,
2020; Manaskasemsak, Tantisuwankul, & Rungsawang, 2021). They
have designed deep learning models to distinguish fake reviewers
from benign ones. However, some fake accounts are controlled by
the same author such as puppetmaster (Kumar, Cheng, Leskovec, &
Subrahmanian, 2017). These puppetmasters will create more accounts
to constantly publish fake reviews. Thus, identifying these accounts is
urgently needed.

Some methods (Kim et al., 2015; Qian & Liu, 2013) have been pro-
posed to solve MUIP. However, these methods require labor-intensive
feature engineering. They encode input text pairs using many com-
plex lexical and syntactic features. Moreover, these methods extract
manually crafted features without considering latent semantic fea-
tures. Although some methods, such as learning in the similarity space
(LSS) (Qian & Liu, 2013), extract rich manually crafted features, they
only pay attention to stand-alone words without considering the re-
lationship of contextual words. Therefore, these methods can hardly
grasp the latent semantic information of texts. To address the shortcom-
ings of existing works on MUIP, a deep learning method is proposed in
this paper to extract latent/deep semantic features for MUIP.
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This paper proposes a deep learning method that is referred to
as learning document-level and user-level features with deep learning
(DU-DL) to solve MUIP. This method learns user writing style from
two aspects: document level and user level. At the document level,
a single document reflects its own writing style, while all documents
of a user reflect the global writing style at the user level. DU-DL is
composed of two stages: deep semantic feature extraction and candi-
date user identification. In the deep semantic feature extraction stage,
a deep learning model is proposed to extract and learn document-level
features and user-level features. In the candidate user identification
stage, document-level and user-level features are combined to identify
the most similar user pairs. The main contributions of this paper are
threefold:

» A two-stage deep learning method DU-DL is proposed to solve
MUIP. DU-DL extracts deep semantic features from two aspects:
document level and user level. Therefore, DU-DL enhances the
ability to learn user writing style.

DU-DL combines manually crafted feature extraction methods
and the deep learning method to extract features. Based on the
reprocessing of manually crafted feature extraction methods, the
deep learning method can calculate the user similarity score by
using all documents of the user. Therefore, DU-DL can calculate
the user similarity score from the global perspective.

DU-DL is evaluated on two different real-world datasets, Weibo
and Douban. The experimental results show the superiority of
DU-DL.

The remaining sections are organized as follows. Section 2 briefly
reviews related works. Section 3 introduces DU-DL. Section 4 presents
the experimental setups and experimental results. Section 5 concludes
this paper.

2. Related works

The proposed method DU-DL aims to identify multiple userids by
using the sentence pair model based on deep learning. Therefore, this
section reviews existing works on MUIP, deep learning and sentence
pair models.

2.1. Existing works on MUIP

To identify multiple userids of the same author, Chen, Goldberg, and
Magdonismail (2004) proposed a model based on the timing sequence
law of posts. This model does not use any linguistic clues. Therefore,
it is not applicable to domains such as online texts. Novak, Raghavan,
and Tomkins (2004) employed a clustering-based method, but the exact
number of users cannot be known. This is unrealistic in practice.

Recent works focus on MUIP by learning user writing styles. Qian
and Liu (2013) proposed a method that is referred to as learning in
the similarity space (LSS). LSS expends the text classification problem
from the original document space to the similarity space. LSS extracts
rich manually crafted features to learn user writing style, such as
term frequency (TF), term frequency and inverse document frequency
(TF-IDF) (Jones, 1972) and n-gram. Kim et al. (2015) proposed a
method extracting high-dimensional text features from Korean texts.
Afroz et al. (2014) proposed a doppelgidnger finder model to detect
multiple accounts of the same author in underground forums. This
model uses principal components analysis (PCA) to extract principal
components of n-gram features. These features are used to calculate the
pairwise probability of two authors. Some works define the concept of
sockpuppets, which are user accounts created by the same author. Ku-
mar et al. (2017) divided social network users into ordinary users and
sockpuppets. This method uses activity features, community features
and post features to identify sockpuppets. Hosseinia and Mukherjee
(2017) applied KL divergence on stylistic language models to find
discriminative features. To detect sockpuppets from test samples, this
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method uses nearest and farthest neighbors to retrieve hidden samples
by sending a set of positive samples from the training set in the
unlabeled test set. Yamak (2018) utilized a SocksCatch model to detect
multiple userids. This model firstly uses machine learning algorithms
to detect the sockpuppet accounts. Then, SocksCatch uses community
detection algorithms to group sockpuppet accounts created by the same
author. Khoory, Al Abdooli, Al Roken, and Hacid (2019) developed a
tool named Speculo to detect sockspuppets in Twitter. These existing
methods only extract manually crafted features from user documents.
This paper proposes a two-stage deep learning method DU-DL to solve
MUIP. This method extracts deep semantic features at the document
level and user level to identify multiple userids of the same author.
In addition, manually crafted feature extraction methods are combined
with the deep learning method in DU-DL. Based on the reprocess-
ing of manually crafted feature extraction methods, DU-DL can more
effectively extract deep semantic features.

2.2. Deep learning

Deep learning allows computational models that consist of multiple
processing layers to automatically learn intricate representations of
input data (LeCun, Bengio, & Hinton, 2015). Deep learning has been
demonstrated to be effective in discovering certain nonlinear, complex
structures in high-dimensional data, such as spatial structure and tem-
poral structure in abstractive summary (Chen et al., 2022), personality
detection (Ren, Shen, Diao, & Xu, 2021; Yang, Quan, Yang, & Yu,
2021) and spam detection (Alharthi, Alhothali, & Moria, 2021; Cao, Ji,
Chiu, & Gong, 2022). Certain specialized deep learning models can take
advantage of these structures, such as convolutional neural networks
(CNNs), recurrent neural networks (RNNs) and stacked autoencoders
(SAEs) (Rouast, Adam, & Chiong, 2021).

CNNs have achieved great successes in processing images and video
by learning features from the spatial structures of the data (LeCun
et al., 2015). The spatial structures are taken into account by several
learnable kernels in CNNs. The same kernel can be applied over dif-
ferent spatial locations. This kernel is referred to as parameter sharing
among units. The receptive field of the kernel is much smaller than the
input. This characteristic leads to sparse connectivity between units of
adjacent layers (Rouast et al., 2021).

RNNs are widely employed in processing texts and speeches by
learning sequential information (LeCun et al.,, 2015). RNNs extend
the feedforward network by allowing recurrent connections to ex-
ist within layers. Namely, the outputs of hidden states can be re-
garded as additional inputs at each temporal step. Therefore, RNNs
can form memories in the hidden states over information from all
previous inputs (Ming et al., 2017). The most relevant variants of RNNs
are long short-term memory (LSTM) and gated recurrent unit (GRU).
LSTM is successful at learning long-term dependencies by using gate
mechanisms to selectively add and forget information (Hochreiter &
Schmidhuber, 1997). GRU is a gating mechanism that is proposed in
the context of sequence-to-sequence processing (Cho, van Merrienboer,
Giilcehre, Bougares, Schwenk et al., 2014).

SAEs are a type of unsupervised deep learning models. This type
of deep learning models can be utilized to learn low-dimensional
feature representations from input data. The low-dimensional feature
representation can be further applied to other tasks.

CNNs and RNNs are widely employed in natural language process-
ing (NLP) tasks (Li, 2018; Young, Hazarika, Poria, & Cambria, 2018).
They can be applied to learn latent semantic feature representations
of text or speech. On several NLP tasks, the performances of these
deep learning models outperform traditional shallow models, such
as support vector machines and logistic regression. Therefore, deep
learning models can be utilized in this paper to extract text features
and compare the writing styles of different authors.
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Fig. 1. Framework of DU-DL. In the first stage, a deep learning model is used to extract document-level and user-level features. In the second stage, document-level and user-level
features are combined to calculate the similarity between two userids. The most similar user pairs can be obtained.

2.3. Sentence pair models

When deep learning models are applied to NLP tasks, the input
data can be one or two sentences. When the input data consist of
two sentences, this type of deep learning models can be referred to
as sentence pair models (Lan & Xu, 2018). Sentence pair models aim
to calculate the similarity between two sentences and to capture the
relationship. Therefore, sentence pair models can be used to identify
multiple userids of the same author by comparing their writing styles.
There are two types of sentence pair models: sentence encoding models
and sentence pair interaction models (Lan & Xu, 2018).

For sentence encoding models, Shen et al. (2018) proposed the sim-
ple word-embedding model. This model uses simple pooling operations
to extract features on different tasks, such as sentiment analysis and
answer sentence selection. The model achieves similar or even superior
results on these tasks compared with CNNs and LSTM. Conneau, Kiela,
Schwenk, Barrault, and Bordes (2017) proposed the Bi-LSTM max-
pooling network model (InferSent). This model uses bidirectional LSTM
to encode sequential contexts. Nie and Bansal (2017) proposed the
short-stacked sentence encoder model. This model uses a 3-layer Bi-
LSTM compared with InferSent. These sentence encoding models focus
on the vector representation of individual sentences. RNNs are usually
employed in these models.

For sentence pair interaction models, He and Lin (2016) proposed
the pairwise word interaction model (PWIM). The innovation of this
model is that it creates a 13-layer tensor. This tensor includes cosine
similarity, Euclidean distance and dot product information over the
outputs of the previous encoding layer. Parikh, Téackstrom, Das, and
Uszkoreit (2016) proposed the decomposable attention model (DecAtt).
This model is one of the earliest models to introduce attention-based
alignment for sentence pair modeling (Lan & Xu, 2018). Chen, Zhu,
Ling, Wei, Jiang et al. (2016) proposed the enhanced sequence infer-
ence model (ESIM). This model adds Tree-LSTM based on DecAtt. These
sentence pair interaction models focus on the relationship between
two sentences and aggregate intersentence interactions (Lan & Xu,
2018). Due to these characteristics, this paper selects the sentence pair
interaction model as the main component in DU-DL.

3. Proposed method

The framework of DU-DL is presented in Fig. 1. DU-DL works in two
stages. In the first stage, deep semantic features, including document-
level and user-level features, are extracted by a deep learning model. In
the second stage, document-level and user-level features are combined
to calculate the similarity between two userids. The most similar user
pairs can be obtained. The details of the framework are given as
follows.

3.1. Deep semantic feature extraction

In the deep semantic feature extraction stage, the sentence pair
interaction model DecAtt is introduced for feature extraction. This
model is then applied to learn deep semantic features at the document
level and user level.

3.1.1. Deep learning model: DecAtt

DecAtt (Parikh et al., 2016) is selected to evaluate the semantic
closeness between two different documents in this stage. The reason
is that DecAtt is representative of sentence pair interaction models.
DecAtt achieves state-of-the-art results on the SNLI dataset (Bowman,
Angeli, Potts, & Manning, 2015), which is a popular sentence pair
dataset. In addition, DecAtt has fewer parameters to be trained and does
not rely on word order information (Lan & Xu, 2018) compared with
other sentence pair interaction models. Therefore, DecAtt is adopted in
DU-DL.

The architecture of DecAtt is presented in Fig. 2. DecAtt has six
components: word embedding layer, soft-alignment layer, comparison
layer, summation layer, concatenation layer and multilayer perceptron
(MLP) layer. At the word embedding layer, each word is mapped to
a vector by using pretrained word embeddings. Therefore, an input
sentence pair can be mapped to two sentence matrices X and Y. At
the soft-alignment layer, an attention matrix W is built by multiplying
the two sentence matrices X and Y. In the attention matrix, the greater
the similarity in the semantics of two words, the more the cross section
of the two words towards white. The two sentence matrices can be
aligned by this attention matrix. Then two aligned phrases @ and g can
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Fig. 2. The sentence pair interaction model DecAtt consists of six components: word embedding layer, soft-alignment layer, comparison layer, summation layer, concatenation
layer and multilayer perceptron layer. m and n are the word counts of two sentences; d is the word vector dimension; and ® is the matrix multiplication symbol.

be generated. At the comparison layer, the aligned phrases @ and g
are concatenated with Y and X, respectively, for comparison. At the
summation layer, the same dimension data of each row of the con-
catenation matrix are added. Two concatenation vectors s' and s> can
be generated. At the concatenation layer, s' and s?> are concatenated
into one feature vector ¢. The MLP is applied to perform binary-class
classification for the feature vector ¢. Each component is described in
detail as follows:

» Word Embedding: This component encodes each word to its
corresponding vector representation. Therefore, an input sentence
pair can be mapped to two sentence matrices X € R"™“ and
Y € R™“ where m and n are the word counts of two sentences;
and d is the dimension of word vectors.

Soft-Alignment: This component generates two aligned phrases
B and a corresponding to X and Y, respectively. Firstly, an atten-
tion matrix W is built by multiplying the two sentence matrices
X and Y. Each weight W;; in W represents the correlation degree
between word i in X and word j in Y. The larger Wj; is, the
greater similar between word i and word j. Then, the elements
of X and Y are aligned by using the attention matrix W. Finally,
two aligned phrases g and a are generated. Similar operations can
be seen in pointer networks (Vinyals, Fortunato, & Jaitly, 2015)
and BERT (Devlin, Chang, Lee, & Toutanova, 2019). The process
is presented as follows:

W =XYT, (€))
o exp(W,
Z cx; Yjell,...,nl, 2
o 1€XP( )
5 exp(W,
=), =——— -y, Viell....m], 3
b= LS e, >” ' ;

where x; denotes the ith row of X; y; denotes the jth row of Y;
W;; denotes an element of W € R™"; a € R™d; g e Rm¥d;

Comparison: This component compares x; with g; and y; with «;
by concatenating them. The process is presented as follows:

v} = G(x;, B;1) &)

vl =Gy, D), 5)

where G([x,y]) denotes a function to learn the relationship be-
tween x and y. Here, [-] denotes the concatenation operation
symbol; G(-) is a feed-forward network. This network maps vec-
tors from the 24 dimension to the d dimension. Therefore, v' €
R™d and v? € R™. The superscript number is the index of two
sentences.

Summation: This component aggregates v' and v?. The summa-
tion operation is presented as follows:

=¥ ©
i=1

= Z vizj, @

i=1
where 5!, s2 € RY.
Concatenation: This component concatenates s' and s:

c=[s!,s?. 8)

Multi-Layer Perceptron: This classifier consists of two hidden
layers with an ReLU activation function and with a softmax
output layer. The outputs of both hidden layers are d-dimensional
feature vectors. Softmax calculates the probability for the ith
category as follows:

T
e 0;

Z]l((=1 ecTok 5
where y is the class label; ¢ is the input vector; 6, is a weight

vector of the kth class; and K is the count of the classes. This
paper uses MLP as the binary-class classifier.

p(y=ilc;0) = (C)]

3.1.2. Document-level feature extraction

Document-level feature extraction is proposed to extract deep se-
mantic features from each document pair. The document pairs can be
generated as follows.

For two userids U, and ug, the two document sets Q and S belong to
u, and uy, respectively. Assume that there are two documents Q; € O
and S, €. They can form a document pair < 0,5, > <0Q;,S; >is
referred to as a positive sample if u, and u; belong to the same author;
otherwise, it is referred to as a negative sample. The deep learning
model can take these samples as inputs to extract document-level
features.

3.1.3. User-level feature extraction

User-level feature extraction is proposed to extract deep semantic
features from the keywords of each user. The keywords can be extracted
from the document set of the user. For example, a user has 10 docu-
ments. A dictionary can be generated by word frequency statistics in
the 10 documents. Then top-100 words can be selected from the 10
documents to present the frequently used words of the user. Here, the
top-100 words are keywords of the user. Finally, the similarity of two
users can be computed by comparing their keywords.

Keywords can be extracted by three strategies, TF, TF-IDF and Tex-
tRank (Mihalcea & Tarau, 2004). TF is the most commonly employed
feature. It presents the word frequency distribution of a document. TF-
IDF is similar to TF. The difference is that TF-IDF reduces the weights
of frequent words by the idf function. idf function and TF-IDF are
defined as follows:

idf(t, D) = log N

{d € D : (10)

ted}|’

tf-idf(t,D)=1tf(t,D)-idf(t,D), (11D
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Fig. 3. Process of the user similarity score calculation. score, and score, show the user similarity from the document level and user level, respectively. score, is the final user

similarity score.

where 7 is a word term; D is the document set; N is the count of docu-
ments; 7/ is a function that computes the frequency of occurrence of a
word term; and |{d € D : t € d}| represents the number of documents
where the word term ¢ appears (i.e., 7/ (t, D) # 0). From the definition of
the id f function, the more frequent a word appears, the less important
the word is.

The TextRank algorithm is similar to PageRank (Page, 1998), which
is the most popular algorithm to rank the web page. TextRank uses
the word co-occurrence principle to measure the weight of the word
and extract keywords of the document. The algorithm description is
presented as follows:

wj;
= WS, 12)

wWSV)=(1-d)+d -
V,En(vy) ZVkEOut(V/)wjk

where W S(V;) is the importance score of the vertex V;; d € [0, 1]; In(V;)
is the set of vertices that point to V; (predecessors); V; points to each
vertex of Out(V;) (successors); and w;; is the weight of the edge from
V; to V. Here, a word is considered a vertex. Therefore, the importance
of a vertex V; depends on the count of the vertexes that point to V;.
After the keywords of each user are extracted, the deep learning
model can extract user-level features from the keyword sets. For two
userids u, and u;, the document sets Q and S belong to u, and u,,
respectively. Two keyword sets W, and W, are extracted from Q and
S, respectively. < W, W, > can be a keyword set pair. < W, W, > is
referred to as a positive sample if u, and u; belong to the same author;
otherwise, it is referred to as a negative sample. The deep learning
model can apply these samples as inputs to extract user-level features.

3.1.4. Training

DecAtt is trained by using document pairs indicated in document-
level feature extraction. The reasons are twofold: (1) Compared with
the unordered keywords of each user, the semantic diversity of the
contexts in the document set can be learned by the deep learning

model. (2) The number of samples constituted by keyword set pairs is
substantially less than that of document pairs. Therefore, the samples
constituted by the document pairs are selected as the training set for
DecAtt.

To construct the training set, assume that there is a set of authors
AR = {a,,a,,...,a,}. Each author g; has a set of documents D; =
{D;1, Dy, ...}. For each author g;, its document set D; can be split into
two subsets sub_D! and sub_D?. For two arbitrary subsets sub_D! and
sub_DJz., there are two documents dr; € sub_D! and dr, € sub_D/z.. The
two documents can form a document pair < dry,dr, >. When i = j,
< dr,,dr, > can be a positive sample of the training set. Otherwise,
<dr,dr, > can be a negative sample of the training set. The number of
negative samples is substantially greater than that of positive samples.
In case of imbalance in the training process, only a part of the negative
samples can be randomly selected during the training process.

After the training set is constructed, the training of DecAtt can be
started. Cross-entropy (De Boer, Kroese, Mannor, & Rubinstein, 2005)
is utilized as the loss function in DecAtt. The loss function is defined as
follows:

loss = = Y [ylogs, + (1 = y)log(1 — )1 + 461>, as)
i

where y; is the class label for the ith sample; y; is the predicted
distribution; A is the L,-regularization term; and 6 is the parameter
set. AdaDelta (Zeiler, 2012) is selected as the optimizer to minimize
the cross-entropy cost function. The reason is that AdaDelta dynami-
cally updates parameters over time using only first-order information
and has less computational cost than the stochastic gradient descent
method.

3.2. Candidate user identification

Now, the second stage of DU-DL, candidate user identification, can
be performed. This paper randomly splits the document set of author
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a; into query set Q; and sample set S;. It can be defined that Q; and ;
belong to a query userid ug; and a sample userid us;, respectively. This
stage aims to identify the pairs of ug; and us; that belong to the same
author.

To identify the pairs, the similarity score should be calculated
between the query userid and the sample userid. Document-level fea-
ture extraction and user-level feature extraction can be performed to
calculate two user similarity scores score; and score,, respectively.
score, and score, are defined as follows:

scorey can be calculated via two strategies, Votes and Sums.

» Votes: Each document pair is either predicted as positive or
negative by the classifier. This strategy computes the percentage
of the predicted positive document pairs. score,; of each user pair
can be calculated as follows:

#positive samples

. 14
#document pairs a4

scorey =

Sum: This strategy averages the scores of all the predicted doc-
ument pairs. The calculation process is presented as follows:

the summation of classification scores

15
#document pairs 1s)

score; =

score, can be calculated by using user keywords. Assume that there
are two top-n keyword sets {W;'}"_ and {W;?}"_ from two different
users. score, is calculated as follows:

score, = F({VVt] 3

= (WD, (16)
where F is a function that can calculate the similarity between two
word sequences. Here, the deep learning model DecAtt acts as the
function F.

Next, a final user similarity score score, can be calculated by com-
bining score; with score, using the weight y, which is calculated as
follows:

score, =y X scorey + (1 —y) X score,,. a7

The process of the user similarity score, calculation can be sum-
marized and shown in Fig. 3. In the process of document-level feature
extraction, the deep learning model DecAtt extracts deep semantic
features of texts and generates the classification results of the document
pairs. Votes or Sum can use the classification results to calculate
the user similarity score score;. In the process of user-level feature
extraction, the keywords of each user can be extracted by using TF, TF-
IDF or TextRank. DecAtt can use these keywords as inputs to calculate
score,. Finally, a final user similarity score score, can be calculated by
combining score; with score,,.

After the score, of each user pair is calculated, the query userid ug; is
matched with the closest sample userid us;. Similarly, the sample userid
us; is matched with the closest query userid ug,. us; is the candidate

j J
user for ug; if i = k. Otherwise, there is no candidate user for ug;.

3.3. Procedure of the proposed method: DU-DL

The algorithm process of DU-DL is presented in Algorithm 1. In the
first stage, DecAtt is applied to extract deep semantic features from
the document level and user level. The difference between the two
feature extraction levels is that they use different input data types.
The process of document-level feature extraction uses document pairs.
The process of user-level feature extraction uses the pair of keyword
sets. Therefore, DecAtt extracts document-level features and user-level
features by using different input data. In the second stage, document-
level features and user-level features are employed to calculate two user
similarity scores score; and score,, respectively. The two scores can be
combined to obtain the most similar user pairs.

The characteristics of DU-DL can be summarized as follows:
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+ DU-DL combines manually crafted feature extraction methods and
the deep learning method to extract features. Manually crafted
feature extraction methods can extract keyword sets from user
documents. Each keyword set represents the writing style of a
specific user. The deep learning model can calculate the similarity
score of different keyword sets. This score shows that the user
similarity can be calculated by using all documents of the user.
Therefore, DU-DL can calculate the user similarity score from the
global perspective.

DU-DL is the first method to integrate document-level and user-
level features to solve MUIP. At the document level, a single docu-
ment reflects the writing style of its own, while all documents of a
user reflect global writing style at the user level. Therefore, DU-
DL combines document-level and user-level features to improve
prediction results.

DU-DL uses attention mechanism to learn the correlations be-
tween two sentence representations. However, many other deep
learning methods such as InferSent (Conneau et al., 2017), PWIM
(He & Lin, 2016) and ESIM (Chen et al., 2016) design abun-
dant components to learn the feature representations of sen-
tences. They do not pay attention to the intersections between
two sentences.

DU-DL uses DecAtt (Parikh et al., 2016) rather than other deep
learning methods to extract deep semantic features, because as
mentioned in (Lan & Xu, 2018), DecAtt has fewer parameters to
be trained and does not rely on word order information compared
with other sentence pair interaction models.

4. Experiment
4.1. Experimental setup

4.1.1. Datasets
Our method is evaluated on two real-world datasets, Weibo and
Douban.

» Weibo': Weibo is one of the most popular Chinese microblogging
websites with approximately 50 million daily active users. Simi-
lar to Twitter, Weibo users can publish original tweets, retweet
tweets, or mention other users by using “@”.

» Douban?: Douban is a Chinese social networking service website.
It allows registered users to record information and create content
related to films, books, music, recent events, and activities in
Chinese cities. Douban has approximately 200 million registered
users as of 2019.

Both datasets include 1970 authors and their online texts. According
to (Wang, Lu, Li, & Chen, 2013), several criteria are established to clean
the data. Firstly, the original texts are selected as the experimental
data but not the retweeted texts. Secondly, the words of each text
must be at least 10. Finally, some keywords are set to filter potential
advertisements.

For text reprocessing, pyltp (Che, Li, & Liu, 2010) released by
Harbin Institute of Technology is selected as a tokenizer. This package
tool can perform Chinese word segmentation (Zhang, Deng, Che, &
Liu, 2012) and part-of-speech tagging (Li, Zhang, Che, Liu, Chen et al.,
2011; Wang, Che, & Liu, 2009) tasks, etc. For word embedding, a pre-
trained model® trained by Word2Vec is used. This model contains 0.5
million 60-dimensional word vectors, which are fixed during training.
Zero vectors are applied to represent out-of-vocab words.

This paper splits the document set of each author into two parts
as two user accounts (Qian & Liu, 2013). For the Weibo dataset, 961

1 Website: http://weibo.com.
2 Website: http://www.douban.com.
3 Downloaded from http://pan.baidu.com/s/1boPm2x5.
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Algorithm 1: Learning document-level and user-level features with deep learning (DU-DL)

Input: two author sets QueryUserids = {uq,,uq,,...,uq,} and SampleUserids = {us,,us,, ...,us,}, and the corresponding document sets

QuerySet = {Q,,0,,...,0,} and SampleSet = {S,,S,,...,.S,}, the weight y, keywords count gc

Output: the corresponding SampleU serids index sequence s/ for QueryU serids

1 begin
2 initialize two n X n matrices votes, sum;
/* Stage I: Deep Semantic Feature Extraction (Section 3.1) */
3 fori=1:ndo
4 for j=1:ndo
5 ford, =1:|Q,| do
6 for d, =1:|5;| do
/* Document-Level Feature Extraction (Section 3.1.2) */
7 calculate the similarity score of the document pair < Q,»d1 s Sldz > and ss is the result;
8 if 55 > 0.5 then
9 ‘ votes[i][j] = votesli][j]+ 1;
10 end
11 sumli][j] = suml[i][j] + ss;
12 end
13 end
14 votes[il[j] = %X‘;L“‘J
15 sumlillj] = (g
/* User-Level Feature Extraction (Section 3.1.3) */
16 extract keywords {W,'}*¢, and {W?}% from Q; and S, respectively;
17 end
18 end
/* Stage II: Candidate User Identification (Section 3.2) */
19 select a strategy from votes, sum to calculate score,;
20 calculate the similarity score of each keywords pair < {W,'}¥ , { w? }¥¢, > and the result can be seen as score,;
21 initialize n X n matrix score;
22 fori=1:ndo
23 for j=1:ndo
24 score [il[j] =y X score,[il[j]1 + (1 —y) X score,[il[j];
25 end
26 end
27 initialize sample userid list s/;
28 fori=1:ndo
29 index, = argmax(score,[i]);
30 index, = argmax(score! [index,]);
31 if index, == i then
32 sl[i] = index;
33 end
34 end
35 return s/;
36 end

authors are selected, including 861 authors for training and 100 authors
for testing. For the Douban dataset, 715 authors are selected, including
615 authors for training and 100 authors for testing. Each author posts
at least 100 blogs.

During the training of DecAtt, one document D;; of one author is
randomly selected to match the remaining documents of this author.
These document pairs can constitute positive samples. The documents
of other authors can match D;; to constitute negative samples.

4.1.2. Baseline methods

DU-DL is compared with five baseline methods, including two su-
pervised methods, LSS (Qian & Liu, 2013) and high-dimension LSS
(H-LSS) (Kim et al., 2015), two unsupervised methods, TF-C (Qian &
Liu, 2013) and TF-IDF-C (Qian & Liu, 2013), and a variant version of
DU-DL, DU-DL-I.

+ LSS (Qian & Liu, 2013): LSS uses SVM to calculate a similarity
score for each similarity vector. Each dimension of the similarity
vector represents the similarity of two documents from a specific
aspect, such as TF and TF-IDF. It obtains state-of-the-art results
on a review set from Amazon.com. This paper uses all types of
d-features mentioned in (Qian & Liu, 2013). These d-features are
length, frequency, TF-IDF and richness (Holmes & Forsyth, 1995).
There are also five types of s-features: length, sentence, retrieval,
TF-IDF and richness. All of the s-features are contained in our
experiments.

H-LSS (Kim et al., 2015): H-LSS uses the high-dimensional sim-
ilarity vector compared with LSS. It calculates the elementwise
difference between two similarity vectors. Therefore, H-LSS can
save more text features than LSS. In (Kim et al., 2015), H-LSS uses
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Table 1

Experimental results of different methods for MUIP on the Weibo dataset. At the first
line of the table, the numbers represent the count of candidate user pairs. “Pre”
represents precision. “Re” represents recall. “F1” represents the F1 score. For the F1
score, the best performance is indicated in bold face.
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Table 2

Experimental results of different methods for MUIP on the Douban dataset. At the
first line of the table, the numbers represent the count of candidate user pairs. “Pre”
represents precision. “Rec” represents recall. “F1” represents the F1 score. For the F1
score, the best performance is indicated in bold face.

% 20 40 60 80 100 % 20 40 60 80 100
LSS Pre 100.00 100.00 100.00 100.00 100.00 LSS Pre 75.00 73.68 56.25 62.79 62.75
Rec 65.00 67.50 65.00 58.75 58.00 Rec 30.00 35.00 30.00 33.75 32.00
F1 78.79 80.60 78.79 74.02 73.42 F1 42.86 47.46 39.13 43.90 42.38
H-LSS Pre 100.00 100.00 97.22 100.00 98.46 H-LSS Pre 71.43 80.00 91.67 86.67 76.19
Rec 50.00 55.00 58.33 60.00 64.00 Rec 25.00 20.00 18.33 16.25 16.00
F1 66.67 70.97 72.92 75.00 77.58 F1 37.04 32.00 30.56 27.37 26.45
TF-C Pre 100.00 100.00 100.00 95.56 96.23 TF-C Pre 100.00 90.00 85.71 61.11 68.42
Rec 50.00 47.50 55.00 53.75 51.00 Rec 30.00 22.50 20.00 13.75 13.00
F1 66.67 64.41 70.97 68.80 66.67 F1 46.15 36.00 32.43 22.45 21.85
TF-IDF-C Pre 100.00 100.00 100.00 100.00 97.87 TF-IDF-C Pre 100.00 100.00 92.31 88.24 84.21
Rec 45.00 37.50 46.67 46.25 46.00 Rec 35.00 25.00 20.00 18.75 16.00
F1 62.07 54.55 63.64 63.25 62.59 F1 51.85 40.00 32.88 30.93 26.89
DU-DL-I Pre 93.33 93.33 95.12 94.44 92.75 DU-DL-I Pre 100.00 90.48 92.59 85.00 72.73
Rec 70.00 70.00 65.00 63.75 64.00 Rec 65.00 47,50 41.67 42.50 40.00
F1 80.00 80.00 77.23 76.12 75.74 F1 78.79 62.30 57.47 56.67 51.61
DU-DL Pre 100.00 100.00 93.48 93.44 92.00 DU-DL Pre 100.00 100.00 94.87 96.00 95.31
Rec 70.00 75.00 71.67 71.25 69.00 Rec 65.00 65.00 61.67 60.00 61.00
F1 82.35 85.71 81.13 80.85 78.86 F1 78.79 78.79 74.75 73.85 74.39

many text features that uniquely exist in Korean social media. In
this paper, the d-features of LSS are adopted in H-LSS.

TF-C (Qian & Liu, 2013): TF can be calculated from the docu-
ment set of a user. Word unigrams are selected to measure the
similarity between two users by calculating the cosine similarity
between two TF vectors. This unsupervised method is referred to
as TF-Cosine (TF-C).

TF-IDF-C (Qian & Liu, 2013): TF-IDF can also be calculated from
the document set of a user. The similarity between two users is
measured by calculating the cosine similarity between two TF-IDF
vectors. This unsupervised method is referred to as TF-IDF-Cosine
(TF-IDF-C).

DU-DL-I: In DU-DL-], a sentence encoding model is used instead
of the sentence pair interaction model. Sentence pair interaction
models focus on the relationship between two sentences and
aggregates inter-sentence interactions. These models are more
effective than sentence encoding models in document similarity
calculation. To verify this point, a variant version of DU-DL,
DU-DL-], is selected for comparison. The representative sentence
encoding model InferSent (Conneau et al., 2017) is applied to
DU-DL-I.

When y = 0, DU-DL only uses the keywords of users to calculate
user similarity scores, which is similar to the two previously mentioned
unsupervised methods. The unsupervised baseline methods only use the
cosine function and do not use the deep learning model to calculate user
similarity scores.

4.1.3. Performance metrics and parameter settings
The precision, recall and Fl1-measure are applied to evaluate the
proposed algorithm. They are defined as follows:
#correct identified users

Precision = s 18
reciston #identified users as)

Recall = #corrgct ld?ntlfled users, 19)
#identical users

2 x Precision x Recall
Fl-measure = Precision+Recall 20
For DecAtt, batch size is set to 1. The hidden vector size is set to 200.
The model is optimized with AdaDelta (Zeiler, 2012) with an initial
learning rate 5e*. In case of overfitting, dropout (Srivastava, Hinton,
Krizhevsky, Sutskever, & Salakhutdinov, 2014) is applied before hidden

layers with a dropout rate of 0.2.

In DU-DL, the weight y is set to 0.8 for both datasets. For the score,
calculation strategy, Votes is applied to the Weibo dataset and Sum is
applied to the Douban dataset. For the keyword extraction strategy,
TextRank is applied to the Weibo dataset and TF-IDF is applied to the
Douban dataset. During the training of DecAtt, the ratio of p/t is set
to 0.5 on the Weibo dataset and to 0.6 on the Douban dataset. p/t is
defined as follows:

_ #positive samples

t= 21
v/ #total samples @

The effects of varying the abovementioned parameters and strate-
gies are discussed in detail in Section 4.4.

Ubuntu 16.04 is selected as our experiment platform. GeForce GTX
1080Ti is the graphics card. Python 3.6 and PyTorch 0.4.0 are our main
softwares.

4.2. Comparison with baseline methods

This section compares baseline methods with DU-DL on both
datasets: Weibo and Douban. The source code of DU-DL is available
on request. The experimental results are shown in Tables 1 and 2.

» DU-DL outperforms LSS and H-LSS on both datasets. For two
supervised baseline methods, in terms of the F1 score, DU-DL
outperforms LSS and H-LSS on the Weibo dataset by 4.66% and
9.15% on average, respectively. On the Douban dataset, DU-
DL outperforms two baseline methods by 32.97% and 45.43%,
respectively. LSS and H-LSS use manually crafted features to
establish models. These manually crafted features consist of lexi-
cal features, syntactic features and simple statistical information.
The relationships among these features can hardly be captured.
However, DU-DL uses the deep learning model to capture the
relationship of contextual words. Therefore, DU-DL can capture
latent/deep semantic information to learn user writing style. In
addition, LSS and H-LSS only capture document-level features,
but DU-DL captures both document-level features and user-level
features. Therefore, DU-DL is more effective than two supervised
methods.

DU-DL outperforms TF-C and TF-IDF-C on both datasets. For
two unsupervised baseline methods, in terms of F1 score, DU-DL
outperforms TF-C and TF-IDF-C on the Weibo dataset by 14.28%
and 20.56% on average, respectively. On the Douban dataset, DU-
DL outperforms two baseline methods by 44.34% and 39.60%,
respectively. TF-C and TF-IDF-C use TF and TF-IDF, respectively,
to select keywords to calculate the ratio of co-occurring words.
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Fig. 4. Visualization of feature vectors on the Weibo dataset. Each node corresponds to a feature vector. “X” and “Y” represent the two principal components of the feature vector.
The feature vectors are calculated by two documents or document sets. Positive samples indicate that the two documents or document sets belong to the same author. Negative

samples indicate that the two documents or document sets belong to different authors. (a) LSS. (b) H-LSS. (c) TF-C. (d) TF-IDF-C. (e) DU-DL-I. (f) DU-DL.
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Fig. 5. Visualization of feature vectors on the Douban dataset. Each node corresponds to a feature vector. “X” and “Y” represent the two principal components of the feature
vector. The feature vectors are calculated by two documents or document sets. Positive samples indicate that the two documents or document sets belong to the same author.
Negative samples indicate that the two documents or document sets belong to different authors. (a) LSS. (b) H-LSS. (¢) TF-C. (d) TF-IDF-C. (e) DU-DL-L. (f) DU-DL.

These words are considered simple symbols in this situation. and TF-IDF-C capture only user-level features. Therefore, DU-DL

There are no relationships among these symbols. In addition, TF-C is more effective than two unsupervised methods.
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» DU-DL achieves the better performance than DU-DL-I. The exper-
imental results show that DU-DL outperforms DU-DL-I by 3.96%
and 14.75% on average on the Weibo dataset and Douban dataset,
respectively. DecAtt and InferSent are utilized in DU-DL and
DU-DL-I, respectively. DecAtt pays attention to the relationship
between two documents, while InferSent is skilled in the vector
representation of a document. Therefore, DecAtt is more effective
than InferSent in document similarity calculation.

4.3. Deep semantic features vs. Manually crafted features

According to the comparison with baseline methods, DU-DL out-
performs all the baseline methods. DU-DL-I achieves similar or even
superior results compared with other baseline methods. The reason is
that they extract different levels of features for MUIP. DU-DL and DU-
DL-I use deep learning models to extract deep semantic features. Other
baseline methods use traditional feature engineering methods to extract
manually crafted features. To determine the distinction between deep
semantic features and manually crafted features, PCA is applied in this
paper as discussed in (Wu et al., 2017).

PCA is a type of dimensionality reduction method. It can map
original high-dimensional feature vectors into a low-dimensional space.
Thus, the distinction of these feature vectors can be determined easily.
Specifically, this paper first selects feature vectors from the feature
extraction process of each method. Then, PCA maps these feature
vectors into two-dimensional (2-D) space. Finally, the vectors in 2-D
space can be visualized easily. The details of the process are given as
follows.

Firstly, the feature vectors should be selected in the feature ex-
traction process of each method. LSS and H-LSS select their similarity
vectors. TF-C calculates the elementwise difference between two TF
vectors. TF-IDF-C calculates the elementwise difference between two
TF-IDF vectors. DU-DL-I selects the vectors that are output by the last
hidden layer of InferSent. DU-DL selects the vectors that are output by
the last hidden layer of DecAtt.

Then, PCA is applied to map these feature vectors into 2-D space.
PCA is selected in this paper because it can show the linear distribution
of feature vectors in the proposed method. For each method, PCA is
performed as follows:

(1) This step calculates the covariance matrix A of the feature matrix
F. The feature matrix F consists of all the feature vectors. The
covariance matrix A measures how much the features vary from
the mean. The covariance matrix A is calculated as follows:

R = =7

A= — g;(F" - F)(F; - F)', 22)

where m is the number of input feature vectors; F; is the ith
feature vector; F is the mean of all the feature vectors; F €
Rmxd; A € R9%d; and d is the dimension of the feature vectors.
This step performs a dimensionality reduction operation. The
eigenvectors and eigenvalues of the covariance matrix A should
be calculated. The first and second eigenvectors are selected with
the sorted eigenvalues in descending order. The two eigenvectors
represent the dominant principal components of the feature
matrix F. A mapping matrix E;, € R*? can be constructed by
the two eigenvectors. The dimensionality reduction is performed
as follows:

(2

—

D=E,,FT, (23

where D € R>" is the matrix after dimensionality reduction.

Finally, the vectors in 2-D space can be visualized. The visualization
results with different methods are shown in Figs. 4 and 5. The nodes
that belong to positive samples are denoted as square shapes. The nodes
that belong to negative samples are denoted as star shapes. A good
visualization performance is that the nodes of the same shape should
be clustered and should not overlap with the nodes of other shapes.

From Figs. 4 and 5, several observations can be found as follows:
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Table 3

Effectiveness of document-level feature extraction and user-
level feature extraction. “User-Level” represents that DU-DL
only uses the user-level feature extraction method. “Document-
Level” represents that DU-DL only uses the document-level
feature extraction method. The results are evaluated on average
by the F1 score.

Weibo Douban
User-Level 55.49 40.91
Document-Level 85.25 74.00

90+
80 "
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Fig. 6. Impact of parameter y. y is the weight. The larger the y is, the larger is the
weight that can be assigned on document-level feature extraction.

« For vertical comparison, DU-DL achieves the best performance
in all the methods on the same dataset. The nodes of baseline
methods with different shapes heavily overlap. However, there
are comparatively distinct boundaries of the nodes with different
shapes in DU-DL. It demonstrates that the feature extraction pro-
cess of DU-DL is more effective than baseline methods. The reason
is that DU-DL extracts deep semantic features by DecAtt. In addi-
tion, DU-DL uses DecAtt to aggregate interdocument interactions.
For LSS, H-LSS, TF-C and TF-IDF-C, they extract only manually
crafted features. Although DU-DL-I extracts deep semantic fea-
tures by InferSent, it focuses on the vector representation of the
document but does not exploits the interdocument interactions.
For horizontal comparison, the nodes of DU-DL with the same
shape show regular linear distributions on both datasets. The
nodes of DU-DL-I are clustered at a narrowed angle and lack dis-
persion. The distributions of the nodes of other baseline methods
cannot be distinguished. It can be inferred that deep semantic
features can show more similar characteristics than manually
crafted features on different datasets.

According to the previous analysis, deep semantic features that
belong to different categories of samples can be better determined than
manually crafted features. It demonstrates that deep semantic features
are more effective than manually crafted features in expressing user
writing styles.

4.4. Discussions

4.4.1. Document-level feature extraction vs. User-level feature extraction
In DU-DL, the similarity score of two different users is calculated
by Eq. (17), where y is the weight. The larger y is, the larger is the
weight that can be assigned to document-level feature extraction. When
y = 1.0, DU-DL extracts only document-level features to learn the user
writing style. When y = 0.0, DU-DL extracts only user-level features.
To compare the effectiveness of document-level feature extraction with
user-level feature extraction, y is set to 1.0 and 0.0, respectively. The
experimental results are shown in Table 3. In addition, to verify the
performance of DU-DL with different values of y, DU-DL sets y =
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0.0,0.2,0.4,0.6,0.8,1.0. The experimental results are shown in Fig. 6.
Several observations can be found as follows:

» For two datasets, the experimental results demonstrate that
document-level feature extraction is more effective than user-
level feature extraction in expressing user writing style. With
y = 1.0, the result increases 29.76% compared with y = 0.0 on
the Weibo dataset. On the Douban dataset, the result increases
33.09%. The reason is that document-level feature extraction
expresses text features from each single document, but user-level
feature extraction only extracts the keywords of the document set
of a user.

Document-level feature extraction has a more important role in
DU-DL. On both datasets, it can be observed that the performance
of DU-DL initially rises rapidly with an increase in the value of
y. When y is larger than 0.8, the performance decreases slowly.
An excessively large y may enforce DU-DL to disregard user-
level features of texts. On the other hand, an excessively small
y may disregard document-level features. Therefore, the overall
performance can be increased when more weight is assigned to
document-level feature extraction.

User-level feature extraction also has an important role in DU-DL.
On both datasets, it can be observed that when y is larger than
0.8, the performance decreases slowly. It demonstrates that user-
level feature extraction is effective when it is assigned a lower
weight. DU-DL uses manually crafted feature extraction meth-
ods to extract keywords in user-level feature extraction. These
methods pay attention to the important parts of these sentences
before extracting deep semantic features. However, other deep
learning methods can only directly extract deep semantic features
from original sentences. Therefore, DU-DL uses manually crafted
feature extraction methods to reprocess the sentences. Based on
this finding, the deep learning model can more effectively extract
deep semantic features.

4.4.2. Effects of different score, calculation strategies

Votes and Sum are two score, calculation strategies in DU-DL.
Votes pays attention to the positive classification results, but Sum pays
attention to all the classification results. To investigate the sensitivity
of our choice of Votes and Sum, DU-DL uses Votes and Sum to calculate
scorey, respectively. Other experimental parameters are fixed. The
experimental results are shown in Fig. 7.

The experimental results demonstrate that the Votes strategy is
effective on the Weibo dataset and the Sum strategy is effective on the
Douban dataset. By using the Votes strategy, the results increase 4.61%
on average compared with using the Sum strategy on the Weibo dataset.
On the Douban dataset, the results decrease by 1.65% on average. A
possible reason is that the average document length of the Douban
dataset is longer than that of the Weibo dataset. The longer the text
lengths of two documents, the more information can be obtained to
judge the relationship between the two documents. It can be inferred
that the similarity score of two documents is more accurate in long
texts than in short texts. The Sum strategy is calculated by adding the
similarity scores. Therefore, the Sum strategy is more effective on long
text datasets than on short text datasets.

4.4.3. Effects of different keyword extraction strategies

TF, TF-IDF and TextRank are three keyword extraction strategies.
They are used to extract keywords from the document set of a user. To
verify the effectiveness of DU-DL by using different keyword extraction
strategies, DU-DL uses TF, TF-IDF and TextRank to extract keywords.
Other experimental parameters are fixed. The experimental results are
shown in Fig. 8.

The experimental results demonstrate that TextRank is the most
effective strategy on the Weibo dataset and that TF-IDF is the most
effective strategy on the Douban dataset. On the Weibo dataset, the
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Fig. 7. Effectiveness of different score, calculation strategies: Votes and Sum. (a)
Weibo. (b) Douban.

results using TextRank increase 3.16% and 4.63% on average compared
with using TF and TF-IDF, respectively. On the Douban dataset, the
results using TF-IDF increase 6.70% and 7.41% on average compared
with using TF and TextRank, respectively. It can be inferred that
TextRank is effective in extracting keywords on short text datasets. It
is easy to judge the relationships among contextual words because of
the short distance between two keywords in a short text. In contrast,
TextRank is less effective than TF-IDF on long text datasets. Therefore,
TextRank is employed on the Weibo dataset and TF-IDF is utilized on
the Douban dataset.

4.4.4. Effects of different ratio of p/t

During the training of DecAtt, p/t needs to be set properly in case of
class imbalance. To investigate the sensitivity of p/r, the experiments
set p/t = 0.3,0.4,0.5,0.6,0.7. The experimental results are shown in
Fig. 9.

DU-DL achieves the best performance by setting p/t to 0.5 and 0.6
on the Weibo dataset and Douban dataset, respectively. In terms of the
F1 score, DU-DL achieves the best result of 85.95% with p/7 = 0.5 on the
Weibo dataset. On the Douban dataset, DU-DL achieves the best result
of 76.11% with p/t = 0.6. It can be observed that the performances
decrease rapidly when p/tr > 0.6 on both datasets. It demonstrates
that the training sets may be imbalanced when p/t = 0.7. When p/t
is set between 0.3 and 0.6, DU-DL achieves the best performance with
p/t = 0.5 on the Weibo dataset. However, DU-DL achieves the worst
performance with p/7 = 0.5 on the Douban dataset. When p/t = 0.5, the
number of positive samples is equal to the number of negative samples.
The training sets are least affected by class imbalance. Therefore, it can
be inferred that the training samples that belong to different categories
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Fig. 8. Effectiveness of different keyword extraction strategies: TF, TF-IDF and
TextRank. (a) Weibo. (b) Douban.

are better distinguished on the Weibo dataset than on the Douban
dataset.

4.4.5. Convergence analysis

To investigate the convergence speed of the deep learning model,
DecAtt, the convergence curves are plotted to illustrate the variation in
loss with an increase in iteration number. The loss is calculated as the
difference between the real value and the predicted score across the
entire testing set. The convergence curves are shown in Fig. 10.

It can be observed that DecAtt is able to converge in fewer than
100 iterations on the Weibo dataset. On the Douban dataset, DecAtt
is able to converge in less than 90 iterations. There are no noticeable
decrements after these iterations. In short, DecAtt can converge in a
limited number of iterations.

5. Conclusion

This paper proposes a method, learning document-level and user-
level features with deep learning (DU-DL) to solve multiple userid
identification problem (MUIP). DU-DL has two stages: deep semantic
feature extraction and candidate user identification. In the deep se-
mantic feature extraction stage, DU-DL extracts deep semantic features
from the document level and user level. In the candidate user identifi-
cation stage, deep semantic features of different levels are combined to
identify the most similar user pairs.

In the future, DU-DL can be extended in several ways as follows.
Firstly, some state-of-the-art deep learning models such as BERT (De-
vlin et al., 2019), siamese network (Ji, Zhang, Jie, Ma, & Jonathan Wu,
2021) and other models for text matching (Liu, Zhang, Xu, & Chen,
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Fig. 10. Convergence curves of DecAtt in DU-DL.

2021; Zhao, Lu, Li, Yu, Jian et al., 2021), can be employed to solve
MUIP. Secondly, the deep semantic features and manually crafted fea-
tures can be better fused, such as concatenating them to construct the
final feature space (Cao, Wang, Li, Wang, Ding et al., 2020; Madisetty
& Desarkar, 2018; Majumder, Poria, Gelbukh, & Cambria, 2017; Xue
et al., 2018). Finally, DU-DL can be extended to solve user identity
linkages in multiple different social networks (Liu, Shen, Guan, & Zhou,
2020; Shu, Wang, Tang, Zafarani, & Liu, 2017).
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